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Harmonic Analysis and Self-Tuning Control Combining Wavelet Analysis and identification for High-Tc rf SQUID

Mengxiao Song, Hans-Joachim Krause, Danfeng Zhou and Jie Li 
Abstract—High-Tc radio-frequency (rf) superconducting quantum interference devices (SQUIDs) are well understood and widely used in many areas of low-field measurement because of their high sensitivity and high resolution. Harmonic analysis has proven to be an efficient way for finding the optimum working point. However, there is a precondition for using harmonic analysis which is not well understood so far. In this paper, it is shown that the precondition can be fulfilled in the typical range of parameters and under our experimental conditions by using a direct mathematical derivation. It is demonstrated that harmonic analysis is significantly improved with wavelet analysis for data processing. In addition, identification by Forgetting Factor Recursive Least Square (FFRLS) is a helpful way for Self-Tuning Controller (STC) who gives fast tracking, small mean square error (MSE) and high Coefficient of Determination (R2) for harmonic analysis of different experimentally measured signals.
(
Index Terms—High-Tc rf SQUID, harmonic analysis, mathematics proof, wavelet analysis, STC, identification by FFRLS 

I. Introduction

H

igh-Tc rf SQUIDs made of the ceramic superconductor Yttrium-Barium-Copper-Oxide (YBCO) have found widespread usage in the last twenty years [1]. Readout electronics for HTS rf SQUID is stable and reliable [2]. 
Although rf SQUIDs are well understood theoretically, in practice it is not easy to find the optimum working point for low-noise operation. The working points of rf SQUIDs are usually determined by visual estimation after a set of manual adjustments for a typical readout electronics [3]. It has already been shown that harmonic analysis is an efficient way to determine the optimum working point of an rf SQUID [4]. However, there is a precondition for harmonic analysis which is not well understood so far. In this paper, it is demonstrated that this precondition can be fulfilled in the studied range of parameters and under our experimental conditions by using a direct mathematical derivation. 

Wavelet analysis is an adaptive suppression method to remove the artifacts in ultra-low field magnetic resonance imaging [5]. We also applied wavelet analysis for data pre-processing and show that it can be a helpful technique for harmonic analysis. 

After using wavelet analysis for data pre-processing, curve fitting is applied [6-7]. The Levenberg-Marquardt algorithm (LMA) is widely used to solve non-linear least squares problems and is also utilized in many software applications for solving generic curve-fitting problems [8]. However, as with many fitting algorithms, the LMA finds only a local optimum, which is not necessarily the global optimum [9]. Well-behaved functions and reasonable starting parameters are important and necessary for the LMA [8].  
To get a well-behaved function, identification is necessary. FFRLS is chosen which has been used extensively in adaptive filtering, self-tuning control, system identification, prediction, and interference cancellation [10]. 
To get reasonable starting parameters as well as fast tracking under complicated situations, STC is chosen whose performance highly depends on the presented performance index [11-14].
Our method is applicable to all rf SQUID, no matter if high- or low-Tc, however it is not applicable to dc SQUID because the underlying theory is different.
II. Theoretical Analysis
A schematic view of an rf SQUID is shown in Fig.1. The dimensionless squared voltage across the tank circuit of the rf SQUID can be described by Eq. (1), as given in [15], [16], [17]. 
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Here, the dimensionless quantities voltage UD, current ID, frequency ξ and flux  are given by 
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. The variable  can easily be changed experimentally by varying the rf pumping frequency f0, ID is modified by controlling the applied rf pumping amplitude, and the magnetic flux  is accessible via the applied magnetic field. The SQUID hysteresis parameter rf, also called screening parameter, is given by 
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, and the mutual inductance M between tank circuit and SQUID can be written as 
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 with the inductance LT of the tank circuit, the SQUID inductance Lsq and the coupling k between the two inductances. These parameters can be modified by changing SQUID layout, tank circuit configuration or geometry of the system. Urf is the amplitude of the rf voltage across the tank circuit, Irf is the amplitude of the applied rf current; f0 and Q are the the resonant frequency and the quality factor of the tank circuit; f is the frequency of the rf current, Δf is the difference between f and f0; Ic is the critical current of the Josephson junction; Φe is the external magnetic flux threading the SQUID loop, Φ0 = 2.0710–15 Wb is the magnetic flux quantum; J1 denotes the Bessel function of the first kind.  
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Fig. 1. Schematic view of an rf SQUID
For rf SQUIDs, there are two distinct kinds of operating modes called hysteretic (dissipative) and nonhysteretic (dispersive) mode, depending on the value of βrf [1]. In the nonhysteretic mode, the potential has one minimum, corresponding to only one unique state of the superconducting interferometer. In contrast, in the hysteretic mode, the SQUID can adopt several different metastable states. Furthermore, at 77K the dispersive rf SQUIDs are likely to be preferable to hysteretic SQUIDs since the intrinsic flux noise is much lower [1]. So the nonhysteretic ones are more widely used. 

From this perspective, the voltage UD in (1) can be written as [4] 
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where the derivative parameters K, p and q are given as
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Eq. (6), which is the precondition for harmonic analysis, is as follows.
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At last, harmonics can be obtained [4]. 
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III. Proof of the Feasibility of Harmonic Analysis
From the above derivation, it is important and necessary to understand the precondition (6). We did some detailed analysis about the condition and studied the feasibility of harmonic analysis in the relevant range of variables and parameters under our experimental conditions. The proof is as follows.

Before using for measurement, each SQUID needs to be calibrated. In actual operation, we get the resonant frequency of SQUID firstly and usually set 
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In a typical experimental situation, we can estimate the quality factor of the resonator to be around
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It follows that
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Here, we can get
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Then we can rewrite the precondition (6) to read
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So the problem becomes to prove
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From now on, we use u to replace 
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 for simplification.
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And the problem becomes to prove
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At last, if the feasibility of harmonic analysis can be proved, the range of u should be
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The SQUID is in nonhysteretic (dispersive) mode with βrf
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3 when thermal fluctuations are high, as is the case for high-Tc rf SQUID operating in LN2 [1]. Typical rf SQUID inductances are L = 150 pH to 300 pH, with 1 < βrf  < 3 at 77K so that the SQUID operates in the dispersive mode [1]. The best high-Tc rf SQUIDs are always operated in the nonhysteretic regime with βrfk2Q > 1. If the flux-to-voltage characteristics is nearly rectangular due to higher harmonic components, leading to a high voltage per flux, the pre-amplifier noise contribution is small [1].

In actual design of rf SQUID readout, firstly we can estimate Q and βrf based on the parameters of SQUID manufacture, then we design suitable k2 to make sure βrfk2Q > 1. So, in fact, βrfk2Q is a little more than 1 and we can simply estimate
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So we can get
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Then we can define a new function 
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The latest precondition becomes to 
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which is
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The point (2.460,0.206) is the limiting solution of inequality (25), which means that if 
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Considering the parameters of SQUID manufacture as follows, we can estimate the approximate value of the dimensionless parameter ID. According to 
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So the approximate value of ID is
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Comparing Eqs. (26) and (29), we can tell the condition (26) can be easily fulfilled. So the precondition (6) can be fulfilled.
IV. Wavelet analysis, identification and STC
A. Wavelet analysis
For the analysis of experimental results, data processing is necessary. We apply wavelet analysis for data processing because of two main reasons. Firstly, by choosing a suitable mother wavelet, wavelet analysis can be useful to extract information from a complicated signal shape and can help to eliminate the unwanted portions such as high-frequency noise. Secondly, there will be no phase shifting after wavelet analysis if proper mother wavelets are chosen. This is an advantage for parameters input of curve fitting which is the core of harmonic analysis. In our analysis, we choose db04 as the mother wavelet.

Comparison between data with and without wavelet analysis is shown in Tab. I.

B. Identification by FFRLS
Well-behaved functions and reasonable starting parameters are important and necessary for the LMA. Then the good result of the LMA can guarantee the accuracy of harmonic analysis. We apply FFRLS for model identification. 

Based on formula (7), the nonlinear function for fitting is as follows.
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So there are eight parameters in this model that need to be recognized. We write them in a form of a matrix.
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Here, 
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 are amplitudes and phases of each harmonic, respectively, f is the frequency of first harmonic.

Since the LMA finds only a local optimum, not necessarily the global optimum [9], with the help of MATLAB and LabVIEW, we find that frequency f is one of the most important parameters among  which plays a significant role in curve fitting. We define the frequency of the single tone with the highest amplitude in the input signal as an Equivalent Frequency (EF) of the input signal. In general, the EF can represent a complicated signal to some extent. At the same time, it is assumed that the process of optimization is to get the same EF after curve fitting.

In actual operation, when we give a starting input of f, we can get a fitting curve and a parameter . Considering the signal of SQUID measurement being real-time and fast, we apply the method of FFRLS to identify the system and STC to optimize the starting input.
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Fig. 2. In item (a), a block diagram of SQUID harmonic analysis system is displayed. In item (b), a detailed block diagram of  identification by FFRLS about Ψ in item (a) is displayed.
As shown in Fig. 2, we can tell that the delay of the system is 1 and we define the delay as 

d = 1
(32)
The central idea of FFRLS is to add error correction term to the old estimate value to get the new estimate value. The specific process of FFRLS is as follows.
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 is so called forgetting factor. And if 
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 to reinforce the role of current observations and weaken the impact of previous data. At the very beginning, P(0) should be given a random big value.
Here, we define
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    So, the model of harmonic analysis can be rewritten as 
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Here, because of coloured noise, we use the estimate value to replace fc(k).
C. Self-Tuning Controller
For the control system, we assume the model as ARMAX [18-19]. In our situation, with the system delay defined before the model is as follows. The block diagram is shown in Fig. 2.
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Based on Diophantine Equation [20-21], we have 
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The corresponding performance index is
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Here, P is the so-called Output Weighted Polynomial, R is the Reference Output Weighted Polynomial, and Λ is the so-called Controller Weighted Polynomial. Their functions are improving the closed-loop control system, softening the input and constraining on control moves, respectively. The target is to find a control law to minimize J. At the very beginning, we can let P = R = Λ = 1.
The control law of STC to minimum J is [13-14]
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Mean Square Error (MSE), Coefficient of Determination (R2) and EF are used to demonstrate the performance of wavelet analysis and STC with FFRLS. In addition, we define a new performance index as follows
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V. Results
Firstly, for wavelet analysis, we select three classic curves and compare MSE and R2 between harmonic analysis with and without wavelet analysis which are widely used as the performance index for comparison of curve fitting.

TABLE I shows the improvements of wavelet analysis in MSE and R2 specifically for the three classical curves. It is demonstrated that the improvements of wavelet analysis in MSE are more than 50% and the improvements of wavelet analysis in R2 are significantly different due to original signal.

Secondly, for control algorithm, after one-step STC (with a control time from Time0 to Time1), the result is shown in Fig. 3 and TABLE II. It demonstrates that curve fitting is significantly improved according to closer EF approaching the reference value, higher R2 close to 1 and lower MSE close to 0.
TABLE I

MSE and R2 comparison between with or without wavelet analysis

	
	MSE
	R2

	curve
	without wavelet analysis
	with wavelet analysis
	improvement
	without wavelet analysis
	with wavelet analysis
	improvement

	1
	0.0060
	0.0027
	55.00%
	0.9312
	0.9801
	5.25%

	2
	0.0124
	0.0051
	58.87%
	0.7342
	0.9290
	26.53%

	3
	0.0022
	0.0007
	68.18%
	0.9860
	0.9965
	1.06%


It is worth noting that according to the result for our experimental situation, the performance of curve fitting is worse than one-step STC if EF at Time0 is much bigger than REF. 

For our situation, this consequence can fulfill the demand of fast response and a certain degree of accuracy.
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Fig. 3. Result of one-step STC under three classical curves
TABLE II

Comparison between before and after one-step STC
	Curve1
	Time0
	Time1
	Improvement

	EF(REF=5.8133)
	5.7572
	5.7949
	Closer to REF

	MSE
	0.0269
	0.0040
	85.13%

	R2
	0.7815
	0.9704
	24.17%

	Curve2
	Time0
	Time1
	Improvement

	EF(REF=6.7220)
	7.3661
	6.72771
	Closer to REF

	MSE
	0.0340
	0.0051
	85.00%

	R2
	0.2976
	0.9290
	212.16%

	Curve3
	Time0
	Time1
	Improvement

	EF(REF=6.6868)
	7.3232
	6.6899
	Closer to REF

	MSE
	0.0890
	0.0007
	99.21%

	R2
	0.2596
	0.9965
	283.86%


VI. Conclusion

A proof of feasibility was performed to complement the harmonic analysis for high-Tc rf SQUID signals. The precondition can be fulfilled based on the mathematical derivation in the studied range and under our experimental conditions. It is demonstrated by MSE, R2 and EF that wavelet analysis is applicable as an adaptive suppression method for data processing before harmonic analysis, and STC with FFRLS can fulfill the demands of fast response and local optimization under a suitable presented performance index. It offers a convenient and efficient way to process measurement data, get system parameters and find the optimum working point. 
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